The Power Binomial Distribution: a flexible (two-parameter) finite probability distribution
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Abstract

This note presents a two-parameter generalisation of the Binomial distribution that provides flexibility in simulating discrete finite distributions.

The two parameters may be interpreted directly as location and dispersion, making the Power Binomial family suitable for simulating the sorts of samples that arise in certain forms of customer satisfaction surveys.
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1 Introduction

Statistical data arising from surveys of customer satisfaction or staff satisfaction are often recorded on a simple discrete scale. For example, the methodology of Customer Value Analysis (e.g. Gale [2]; Kordupleski et al. [4]; Laitamäki & Kordupleski [5]) recommends that Satisfaction be recorded in the range 1, 2, ..., 10, where 1 = Poor and 10 = Excellent. It is desirable to have a simple flexible statistical distribution that can serve as a plausible model for such data, particularly in the development and evaluation of new methods.

For a given market segment, Customer Value data tend to be unimodal, so one might hope that the (one-parameter) Binomial $B(m, p)$ distribution would be suitable. However, it is not sufficiently flexible to reflect the sorts of skewness typically observed in practice. Clark, Cleveland, Denby & Liu [1] reported the results of a major study of Customer Value survey data. They noted that the
mode of the data in homogeneous groups appeared to be around 7 or 8, resulting in data distributions skewed to the left.

The purpose of this note is to present a generalised version of the Binomial distribution that provides such flexibility, and with parameters having a direct interpretation in terms of location and dispersion. For this reason, the proposed class of distributions is quite different from the Katz family of distributions (e.g. Johnson et al. [3]) and from the Beta-Binomial distribution, and make it more amenable to simulating plausible customer satisfaction data, the primary focus of this note. On the other hand, whilst the link between parameters and moments is somewhat opaque for the Beta-Binomial distribution, that distribution is to be preferred for purposes of statistical modelling and inference (e.g. Griffiths 1973): data-based computations and inference are tedious with the Power Binomial distribution.

In its basic form, the Power Binomial family is indexed by two parameters; in some applications a simply-derived three-parameter version might also be of use.

2 Definition and properties
Let \( X \) be a random variable with a Binomial \( B(m, p) \) distribution, where \( 0 < p < 1 \) and \( m \) is a positive integer. Define

\[
a_r \equiv \Pr(X = r) = \binom{m}{r} p^r (1 - p)^{m-r}, r = 0, \ldots, m,
\]

and, for real-valued \( \alpha \), set

\[
\pi_r = a_r^\alpha / A(m, \alpha)
\]

where

\[
A(m, \alpha) = \sum_{r=0}^{m} a_r^\alpha
\]

Let \( Y \) be a random variable such that \( \Pr(Y = r) = \pi_r, r = 0, \ldots, m \). Then \( Y \) will be said to follow the Power Binomial \( PB(m, p, \alpha) \) distribution. When \( \alpha = 0 \) the distribution is just the discrete uniform distribution on \( \{0, \ldots, m\} \).

The variety of shapes afforded by the extra parameter is exhibited in Figures 1 and 2.

Figure 1 shows the sorts of shapes that arise when \( \alpha \) is positive, for two different values of the range variable \( m \). Figure 1a shows results for the Customer Survey value \( m = 9 \) (which yields a distribution concentrated on 10 points), with \( 0.2 \leq \alpha \leq 3 \) and \( 0.05 \leq p \leq 0.95 \). The distributional shapes for \( p < \frac{1}{2} \) are, of course, the mirror image of those for \( p > \frac{1}{2} \); however, the partial duplication is useful for studying larger values of \( m \). The distributions are all unimodal, with some of them not atypical of the survey data they are intended to model. The basic Binomial parameter \( p \) is the primary location parameter, and \( \alpha \) moderates the dispersion of the distribution. The value \( \alpha = 1 \) corresponds to the Binomial
distribution. Crudely speaking, the mean of the distribution will be approxi-
mately $p$ (this being exactly true for $\alpha = 1$), more concentrated for $\alpha > 1$ and
less for $\alpha < 1$. Figure 1b exhibits the results for a rather larger range, $m = 29$, together with values of $\alpha$ and $p$ that show the possibilities here.

When $\alpha < 0$, the resulting distributions are mainly U-shaped. Figure 2 shows examples for the same values of $m$, 9 and 29.

In summary, except for $J$-shaped distributions that occur for $p$ near 0 or 1, the shape of a Power Binomial distribution for positive dispersion parameter is unimodal, with the probability function falling away on each side of the modal value. Models with the desired skewness to the left are provided by values of $p > \frac{1}{2}$ and $\alpha > 0$.

3 Model fitting

Estimates of $\alpha$ and $p$ are not available in closed form. However, approximate starting values for an iterative fitting procedure such as Minimum Chi-squared can be obtained by using the fact that

$$ \frac{\pi_r}{\pi_{r-1}} = \left( \frac{m-r+1}{r} \frac{p}{1-p} \right)^\alpha, \quad r = 1, \ldots, m, $$

so that

$$ \frac{\pi_r}{\pi_{r-1}} / \pi_{r-2} = \left( \frac{m-r+1}{r} \frac{r-1}{m-r+2} \right)^\alpha $$

Thus, for any $r = 1, \ldots, m$,

$$ \alpha = \frac{\ln(\pi_r/\pi_{r-1})}{\ln((m-r+1)/(r-1)(m-r+2))} \quad \text{and} \quad p = \frac{r(\pi_r/\pi_{r-1})^{1/\alpha}}{m-r+1 + r(\pi_{r+1}/\pi_{r-1})^{1/\alpha}}. $$

The model has been shown to provide a satisfactory fit, for a range of (confidential) commercial Customer Value data sets.

4 Comparisons and extensions

The Katz family of distributions is also indexed by two parameters, $\theta_1$ and $\theta_2$ say, where $\theta_1 > 0$ and $\theta_2 < 1$. Its probabilities $\varpi_0, \varpi_1, \ldots$ are defined recursively by

$$ \varpi_{j+1} = \frac{\theta_1 + \theta_2 j}{1 + j} \varpi_j, \quad j = 0, 1, 2, \ldots $$

where

if $\theta_1 + \theta_2 j < 0$, then $\varpi_{j+i} = 0$, all $i > 0$.
In effect, this latter condition defines the range of the variate, effectively accounting for one of the two parameters. The other parametric degree of freedom is then used to locate the distribution. For this reason, the Katz family is not suitable for our purposes.

Reference was made in the Introduction to a 3-parameter version of the Power Binomial family. From Figure 1b, it is clear that for some values of $\alpha$ and $p$ and for larger values of $m$, the resulting shapes are concentrated on a small subset of the range of possible values. This suggests that $m$ could also be treated as a parameter if one is seeking to model discrete data that are concentrated on an interval somewhat removed from the origin.

Finally, by analogy with the Poisson limit for the Binomial distribution, a two-parameter 'Power Poisson' distribution can be produced, although the value of such a creation is not evident: there are other more tractable discrete two-parameter families concentrated on $\{n : n \geq 0\}$.
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Figure 1: Shapes of the Power Binomial $PB(m, p, \alpha)$ distribution, for $m = 9$ and positive values of the dispersion parameter $\alpha$. $\alpha = 1$ corresponds to the Binomial distribution.
Figure 2: Figure 1b. Shapes of the Power Binomial $PB(m, p, \alpha)$ distribution, for $m = 29$ and positive values of the dispersion parameter $\alpha$. $\alpha = 1$ corresponds to the Binomial distribution.
Figure 3: Figure 2a. Shapes of the Power Binomial $PB(m, p, \alpha)$ distribution, for $m = 9$ and negative values of the dispersion parameter $\alpha$. 
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Figure 4: Figure 2b. Shapes of the Power Binomial $PB(m, p, \alpha)$ distribution, for $m = 29$ and negative values of the dispersion parameter $\alpha$. 